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Motivation
Deep neural networks (DNNs) have shown promise as models of sensory systems, for both 
vision and audition1,2

•	Have human-like error patterns and can predict brain activity3,4

•	Obvious failure cases by designing stimuli built to “trick” the model (adversarial examples)5.6.7

•	No obvious metric for how much the invariances of a model match human invariances 

Use metamers as a model comparison tool between humans and DNNs
•	Metamers:  Two stimuli that are physically different, but produce the same responses within 
a system

•	Metamers have been used to probe human perception: color vision, visual crowding and 
texture perception8,9,10,11

•	Here we synthesize stimuli that are metameric for a DNN, and ask if the model metamers 
are recognizable to humans or other models

Experiment logic: If two systems share invariances then metamers for one system should 
also be metameric, and thus equally recognizable, for the other system
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Metamer generation

•	 Model metamers matched to deeper layers of the word-
trained CNN are unrecognizable to humans, despite 
(necessarily) being as recognizable to model as natural 
speech
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Metamers guide model improvements
Model metamers as a model comparison tool

Metamer Generation
•	 Initialize the synthesized stimulus (sound or audio) as noise
•	 Minimize the difference between the model activations of the origi-

nal and synthetic signals12

•	 Synthetic model metamer has nearly the same activations at layers 
beyond the matched layer, but the waveform or image can differ

•	 Network with reduced aliasing18,19 (ensuring a low-pass filter before downsampling) has significantly 
more recognizable metamers

•	 Network architecture modifications can lead to internal representations closer to human perception

Model metamers are not recognizable to humans

Recognition of model metamers decreases after training

Human recognition of model metamers is task dependent
•	 Network trained on Audioset task has model metamers 

of speech that are less recognizable to humans
•	 Although Audioset speech metamers are less recogniz-

able, the sounds are less “noisy”, suggesting further train-
ing changes could make models more human-like

•	 Model metamers generated from a random network are 
more recognizable at late layers than those from a trained 
network

•	 Trained network, but not random network collapses noisy 
and clean speech to the same points
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•	 Training alters the network representations and 
different tasks lead to different invariances: meta-
mers do not transfer between the Audioset and 
word trained networks

•	 Transfer between two random seeds provides 
proof of concept that metamers can be shared 
across distinct systems
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Discussion
•	 Model metamers are a tool for comparing computational models and biological systems
•	 Humans cannot recognize model metamers matched to late layers of a DNN, revealing a divergence 

between model representations and human perception despite similar behavior for natural stimuli 
in training set

•	 Model metamers reveal the invariances that are learned by a network, and provide an error signal 
to track when modifying models and training tasks
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Audio: Human behavioral experiment3

Audio network training details: 
•	 Word Task: Identify the word in the middle of the clip from 793 possible words3

•	 Audioset Task: Identify the environmental sounds in the clip from 516 sound categories13

•	 Training stimuli:  Two seconds of speech superimposed on Audioset backgrounds

Related work

Network Visualization

Most previous work relies on 
smoothness priors to make visu-
ally appealing images, which may 

hide model inadequacies12

Visual Crowding/Texture 

Metamers used to study human 
perception average features  

to explicitly create  
human-like invariance8,9,10,11

Adversarial examples

Metameric for humans but judged 
differently by the model (flip side 

of model metamers)5.6.7
Main finding: Network invariances are not the same as human invariances

“Panda” “Gibbon”

Goodfellow et al. 2015
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Additional audio model experiments
Comparison of audio networks trained on different tasks

Comparison of different image trained architectures
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Effect of task on transfer of network metamers
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•	 Representations diverge for different ImageNet-trained architectures
•	 Point at which metamers become unrecognizable is similar to the fall off for humans

•	 Model metamers can used to measure the similarity of internal representations of networks 

•	 Model metamers matched to deeper layers of the ImageNet-trained networks are unrecognizable 
to humans

VGG-19 Metamers Inception V3 Metamers Resnet-101-V2 Metamers


