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ABSTRACT

Contact between rigid-body objects produces a diversity of
impact and friction sounds. These sounds can be synthesized with
detailed simulations of the motion, vibration and sound radiation
of the objects, but such synthesis is computationally expensive and
prohibitively slow for many applications. Moreover, detailed phys-
ical simulations may not be necessary for perceptually compelling
synthesis; humans infer ecologically relevant causes of sound, such
as material categories, but not with arbitrary precision. We present
a generative model of impact sounds which summarizes the effect
of physical variables on acoustic features via statistical distribu-
tions fit to empirical measurements of object acoustics. Perceptual
experiments show that sampling from these distributions allows ef-
ficient synthesis of realistic impact and scraping sounds that con-
vey material, mass, and motion.

1. INTRODUCTION

The sounds that enter the ear are collectively determined by the
physical processes that generate the acoustic waveform. Sound
generation by rigid bodies is a classic physics problem and the
processes by which material parameters (e.g. material, mass, mo-
tion) affect acoustic waveforms have been well characterized [11,
15, 27, 31]. Typically, physical sound synthesis is done by mod-
elling in detail the relevant processes which lead to the generation
of a sound. For example, rigid bodies are modelled as a mesh-
grid of masses on springs [4, 5, 6, 28, 38, 41], or decomposed
into small segments over which wave equations can be solved by
Finite-Element or Boundary-Element-Methods (FEM/BEM) [3, 16,
23]. These models yield a set of resonant modes from which
contact sounds can be synthesized. In practice such models re-
quire computing physical interactions at very small spatiotemporal
scales, and are thus computationally expensive.

Humans perceive sounds in terms of physical variables [12,
34], and these perceptual abilities might inform sound synthesis
approaches. When we hear the sound of a fork dropped upon a
wooden table, we can make judgments about the size [7, 14, 37],
material [2, 13, 17] and motion of the fork [19]. However, our
discrimination abilities are limited. It is not clear that humans can
tell a fork from a knife in such a case, for instance, let alone the
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detailed geometry of the fork. Indeed, perceptual experiments in-
dicate that humans can infer broad material differences (e.g. metal
vs wood) from contact sounds, but are less accurate for more pre-
cise judgments (e.g. distinguishing metal from glass) [13].

The coarse-grained nature of human material judgments sug-
gest material perception is insensitive to mode properties within
some tolerance. Exactly what tolerance remains an open question,
but it suggests that synthetic modes need not have a detailed corre-
spondence to those of an actual object to yield compelling sounds.
We hypothesize that the auditory system infers coarse-grained ma-
terial parameters from statistical properties of modes, rather than
their precise details. For example, consider again the sound of a
fork dropped upon a table. Although fine-grained features (e.g. the
thickness of the handle, the length of the tines, the narrowing of the
neck, etc.) may affect individual modes, we see little evidence that
humans infer such subtle features. However, coarse-grained phys-
ical features, which are crucial to inferring scene properties like
material and size, will affect all the modes and thus are likely to be
reflected in the modal statistics.

Rather than attempt to simulate the physical process in fine-
grained detail, we measure statistics of modes from real-world im-
pact sounds and use these distributions as the building blocks for
sound synthesis via a source-filter model (in which a time-varying
force is convolved with the object impulse response). We syn-
thesize sounds from both impacts and sustained frictional forces
(Fig. 1). As with our statistical model of modes, the impact forces
are parametrized only by coarse-grained properties: mass, stiff-
ness, and velocity. For scraping sounds, the force is generated
through a texture quilting algorithm [10], reflecting listeners’ per-
ception of summary statistics as opposed to fine-grained temporal
detail in sound textures [25].

Our approach yields compelling renditions of sounds via a fast
and efficient process. As with other similar approaches [1, 29], it
is thus ideal for use in physics engines used in modern computer
games and simulations. Such engines store a set of attributes for
rigid-bodies to compute how they will move (e.g. mass, elasticity,
frictional coefficients, a grid-model of the geometry, etc.) and to
compute their appearance under lighting (e.g. diffuse and specular
reflectance profiles, visual surface statistics, etc.). As conventional
sound synthesis is slow, current engines rely on memory intensive
sample banks of pre-recorded or pre-computed sounds to be played
on contact. However, our synthesis model only requires a simple
texture model and low-dimensional representations of coarse phys-
ical features, such as are already encoded for motion and visual
appearance. From these crude features and a sample bank of mode
distributions (e.g. wood, metal, plastic, ceramic, etc.), our synthe-
sis algorithm can rapidly generate a range of realistic and unique
contact sounds. Here we show that impact sounds generated in this
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way convey mass and material to listeners as well as recordings of
real sounds. Scraping sounds derived from these mode distribu-
tions are also realistic and convey motion trajectories.
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Figure 1: We synthesize sounds by (top) a generative model of im-
pact and sustained contacts. (Upper-middle) Object Impulse Re-
sponses are synthesized by sampling modes from empirical distri-
butions. (Lower-middle) Impact forces are modelled via a spring
model. (Bottom) Sustained contacts are modelled via measured
surface textures and location-dependent IRs.

2. SOURCE-FILTER MODEL OF IMPACTS

Our model is inspired by the well-known source-filter model [8]

s(t) = f(t) ∗ [h1(t) + h2(t)] , (1)

where s(t) is the sound entering a listener’s ear, f(t) is the contact-
force between two objects and hj(t) is the impulse response (IR)
of the jthe object. Past sound synthesis techniques have computed
high-resolution IRs with large grid models such as finite-element
or boundary-element techniques [16, 24, 30], solved analytically
for the resonant modes of an object of known material and shape
[17, 21, 22, 38], or fit parameteric models of mode parameters to
measured impacts[1]. The grid solutions are flexible but require
significant computational power. The analytical modal solutions
allow fast synthesis but only apply to a small subset of rigid bodies.

We approximate, as have others before [33], object IRs via the
summation of a broadband transient “click" and a set of exponen-
tially decaying sinusoids corresponding to the resonant modes of

the object

h(t) = hT (t) +

M∑
m

10(am−bmt)/20 cos(ωmt) , (2)

where hT is the transient, and (am, bm, ωm) are the onset power,
decay rate and angular frequency of the mth mode. The transient
can be described via a set of decaying noise-bands:

hT (t) =

N∑
n

10(αn−βnt)/20νn(t) , (3)

where νn is a time-series of random noise filtered by the nth Equiv-
alent-Rectangular-Bandwidth (ERB) filter of a cochleagram de-
composition, and (αn, βn) are the onset power and decay rates
of this channel. Under our model, an object IR can be completely
described by 2N + 3M parameters, to precisely determine the
shape of the transient and the modes. Throughout this work we
use N=30 and M=15, which we found to be sufficient for com-
pelling resynthesis.

Our preliminary experiments suggest several broad perceptual
trends: (1) perception of material properties is dominated by a
small number of powerful modes; (2) changes to the properties of
weaker modes are barely noticeable; (3) slight changes to the most
powerful modes are detectable, but the resulting sound is perceived
as a different exemplar of a similar object or the the same object
struck in a different location; (4) altering the transient but not the
modes, has a minimal effect on perceived material. All of these
perceptual trends suggest that human perception of object proper-
ties (i.e. material, size, shape) are primarily predicated upon the
statistics of the most powerful object resonant modes.

2.1. Modal synthesis of object Impulse Responses (IRs)

To test our hypothesis that human judgments of object properties
are based on mode statistics, we seek to synthesize impact sounds
which match the modal statistics of real-world impacts, but are
otherwise unconstrained (such that the exact mode parameters are
different). We began by measuring the mode statistics from real-
world objects.

To measure resonant modes, we recorded the sounds of a large
number of materials being struck by small pellets. We estimated
the resonant modes of each impact via an iterative procedure of
spectrogram matching: (1) we obtained the frequency channel of
the spectrogram of the impact sound with the maximum power; (2)
we synthesized an initial synthetic impact with an exponentially
decaying sinusoid at that frequency; (3) we adjusted the mode
properties (frequency, onset power and decay rate) to minimize the
mean-squared error between the spectrograms of the recording and
the synthetic; (4) we subtracted the synthetic spectrogram from the
original (removing the mode we just measured). We then repeated
the procedure 14 times, yielding parameters for the 15 most pow-
erful modes. After fitting the modes we repeat this procedure using
exponentially decaying noise-bands instead of sinusoidal modes to
fit the properties of the transient.

For each material, we recorded multiple impacts at different
locations on multiple objects. We pooled together modes from
multiple objects and characterized the mode statistics by fitting a
multivariate Gaussian distribution to the resulting collection. We
similarly fit distributions to the transient decay parameters.
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To generate a synthetic IR, we sample both mode and and tran-
sient properties from our empirically measured distributions:

(~a,~b, ~ω) = N (µM,ΣM)

(~α, ~β) = N (µT,ΣT) , (4)

where (µM ,ΣM ) are the mean and covariance of the mode proper-
ties, conditioned upon the required object or material, and (µT ,ΣT )
are the analogous mean and covariance of the transient subband
properties. We used rejection sampling to ensure that the aver-
age frequency spacing between sampled modes was within 10% of
that measured from recordings of the material. Because the mode
statistics are computed offline prior to synthesis, all that needs to
be encoded at time of sound synthesis are material labels which
index distributions of IR properties.

To simulate multiple contacts of the same object we sample
from the distributions once, and then randomly perturb mode onset
powers (standard deviation=20% mean mode power) for each later
impact. This emulates the fact that impacts in different locations
differentially excite the same modes. We found empirically that
either sampling from the distribution twice or repeating the exact
same set of mode parameters produced unrealistic sounds [20].

2.2. Effect of impact physics

To synthesize an impact sound, we also need to compute the con-
tact force, to be convolved with the object IR [Eq. (1)]. We ap-
proximate the contact force using a simple spring-model, in which
the force acting on either object is proportional to the displacement
of the surface at the point of contact. This yields the force between
two objects as a half-wavelength of a sinusoid

f(t) =

sin

(√
k
m
t

)
∀ 0 < t < πm

k

0 otherwise
, (5)

where v is the velocity at impact, m the mass of the pellet and k a
spring constant determined by the materials of the board and ball.
Note that as the mass tends to zero, the time of contact between
the two materials tends to zero and the contact force tends towards
a Dirac-delta function. This observation partly justifies the use of
small pellet impact recordings to approximate the object impulse
response.

To synthesize impact sounds, we convolve a synthesized IR
from Eq. (4) with the contact force described in Eq. (5). All that
needs to be encoded at the time of impact are labels of object mass,
velocity, and material labels, which determine both the spring con-
stants and the distributions from which modes are sampled. Except
for parameters of the mode distributions, these features are already
included in physics engines.

3. PERCEPTION OF SYNTHETIC IMPACTS

To assess our impact synthesis model we played both recorded and
synthesized sounds to listeners and asked them to judge: (1) real-
ism; (2) material; and (3) mass of the colliding objects. All per-
ceptual experiments were conducted over Amazon’s Mechanical
Turk platform. A standardized test was used to ensure participants
were wearing headphones [40].

3.1. Experiment 1. Realism of synthetic impact sounds

We first sought to test whether our synthetic sounds were com-
pelling renditions of real-world impacts. If our synthesis method
neglected sound features to which the brain is sensitive, the syn-
thetic sounds should be recognizable as fake.

Participants were presented with a pair of impact sounds and
identified which was the real recording. In all trials, one sound
was a real-world recording of a ball dropped on a resonant object,
and one a synthetic impact generated via our model or a model that
was ‘lesioned’ in some way, by omitting the transient component
of the IR, or by omitting the modes from the IR. The conditions
of the experiment were (1) full synthetic model; (2) Modes only,
without transient; (3) Transient only, without modes; (4) Time-
reversed synthetics. The sound in the final condition were clearly
synthetic, which serves to ensure task comprehension.

The results (Fig. 2) show that listeners could not distinguish
sounds from either the full or lesioned models from real-world
recordings, demonstrating that our method of impact sound syn-
thesis yields plausible sounds. The chance performance for the le-
sioned models presumably reflects the fact that the resulting sounds
remained realistic even though the lesion altered the quality of
the sounds. As participants were good at identifying the Time-
Reversed sounds it is clear they understood the task. Poor per-
formance in the other conditions thus reflects the success of the
synthesis.

Realism: N=25
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Figure 2: Discrimination of real vs. synthetic impact sounds (Exp
1). Dashed line denotes chance performance.

3.2. Experiment 2. Perception of material

Having demonstrated that our synthetic impact sounds are real-
istic, we sought to test whether they convey appropriate physical
parameters to listeners. We first tested whether listeners can rec-
ognize the material of a struck resonant object.

Participants heard a single impact sound and were asked to
identify the material of the struck object from one of four possible
categories: metal, ceramic, wood or cardboard. Participants were
told that the striking mallet was effectively noiseless and that many
different objects of each material class were used, of a range of
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different sizes, shapes and sub-material (i.e. metal contained steel,
tin, aluminium etc.; wood contained poplar, pine, oak etc.)

With real-world recordings, participants were excellent at dis-
tinguishing hard materials (metal or ceramic) from soft materials
(wood or cardboard) but made errors within the hard or soft cat-
egories (Fig. 3). This result is consistent with prior studies [13].
Sounds from our synthesis model - both with and without the tran-
sient - yielded a similar pattern of success and failures. Without
modes, or with shortened modes, human judgments were strongly
biased towards to softer materials. With lengthened modes, judg-
ments were biased towards harder materials, particularly metal.
This demonstrates that our model - particularly the mode statistics
- have captured the acoustical features that humans use to judge
material classes from impact sounds. The correlation of the con-
fusion matrices for the full model and recorded sounds was 0.72.
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Figure 3: Material discrimination from synthetic impact sounds
(Exp 2). Left: Confusion matrices of the presented material and
participant responses. Right: Correlation of the confusion matri-
ces of various synthetic sounds with that of the recorded impacts.

3.3. Experiment 3. Perception of mass

We next sought to test whether our synthetic sounds convey the
mass of the striking mallet to listeners. Participants heard two im-
pact sounds, one of a small wooden pellet (0.7 g) dropped onto an
object, and one of a larger wooden ball (7.6 g) dropped onto the
same object. Participants were asked to identify which of the two
balls was heavier. To generate synthetic sounds the synthetic IRs
were convolved with two different contact forces to emulate dif-
ferent ball masses, as shown in Eq. (5). The impact levels were
not normalized but retained the relative variation in power level
induced by the difference in impact force (i.e. the coefficient in
Eq. (5) and the amplitude of the IR). All recordings and simula-
tions were made with balls dropped from the same height (8 cm),
but participants were not explicitly told this.

Since we do not know k, the spring constant, we cannot com-
pute the contact force [Eq. (5)]. Instead we estimate k from the

recorded impact sounds. Since both balls are the same material,
we assume klarge = ksmall, which means the ratio between the con-
tact times for the two balls is mlarge/msmall. We set the contact
time of the larger ball to be 10.9 times that of the smaller ball. We
then iteratively adjusted the contact time of the smaller ball, until
it produced a match between the average spectral centroid of the
synthetic sounds and of the corresponding impact recordings.

The results (Fig. 4) show that humans perform very well at this
task, both with real-world recordings and with synthetic sounds.
This demonstrates that humans are sensitive to the filtering ef-
fect described by the contact force and can use this acoustic in-
formation to estimate the mass of the striking mallet. Participants
showed a small performance decrement in the conditions where
modes were shortened or excluded altogether, suggesting that hu-
mans are using modes, in addition to the sound level and spectral
centroid, to estimate mass. The results suggest that our synthetic
sounds convey mass as well as real-world recordings.
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Figure 4: Mass discrimination with real and synthetic impact
sounds (Exp 3).

4. SUSTAINED CONTACTS

To test the generalizability of our impulse response distributions,
we next consider sustained contacts such as made by two objects
scraping across each other. Similar to [32], we again use the source-
filter model of Eq. (1) but both the force and object IRs are more
complicated than for impact sounds. The contact force f(t) is gen-
erated by a series of small collisions as the scraper moves across
the surface of the scraped object, and is thus a function of the
downward force applied to the scraper, the surface texture depth,
and the scraper speed (Fig. 1, bottom). The object IR changes with
scraper position x(t), and thus, as the scraper moves across the
surface, the IR becomes a time-varying function hsurface(x(t)). We
describe these models of force and IR in more detail below. De-
spite the simplicity of this model, our results suggest that it yields
plausible scraping sounds which convey motion of the scraper.

4.1. Contact force for sustained contacts

To model the force between scraper and surface we start with sev-
eral simplifying assumptions: that the external force applied to the
scraper Fp is constant and applied vertically downwards, and that
the probe follows the surface exactly without any slip or bounce,
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such that the probe height z(t) at time t, is given by the surface el-
evation S(x) at the probe location x. For now we consider a tran-
sect across the surface so x is a one-dimensional variable, though
the following analysis applies easily to a 2D treatment.

4002000
Height (µm)

600

Figure 5: Everyday textures measured with the confocal micro-
scope. Surface area is 7.3 mm by 10 mm. From-left: 100 grit
sandpaper; 60 grit sandpaper; wood; vinyl tile.

We first consider the vertical component of the force. Under
our assumptions, the change in vertical force applied to the surface
can be derived from the vertical acceleration of the probe, which,
as the probe follows the surface, is given by

fv(t) = mpz̈

= mp
∂2S

∂x2
|v(t)|2 , (6)

where mp is the mass of the probe and v(t) is the horizontal ve-
locity of the probe.
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Figure 6: Scraping motions. Left: Measured position traces of
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We next consider the frictional force tangential to the surface.
We model this as proportional to the probe speed raised to the
power of an exponential factor γ, giving

fh(t) ∝
(∣∣∣∣v(t)

∂S

∂x

∣∣∣∣)γ , (7)

where the partial derivative with respect to x accounts for the dif-
ference between the speed of scraping across the surface, which
is the important factor, and the horizontal speed |v(t)|. The total
force imparted onto the object is then given by

f(t) = fv + fh

= mp
∂2S

∂x2
v(t)2 +A

(∣∣∣∣v(t)
∂S

∂x

∣∣∣∣)γ , (8)

whereA and γ are unknown constants which titrate the importance
of shear friction versus vertical forcing. We explore the role of
these factors by listening to synthetic scrape sounds from a range
of values. We have neglected the constant downward force term
Fp which, though present, does not create any sound.

To obtain S, we measured the surface texture of several real
objects using a scanning confocal microscope (Keyence VK-X260K).
In these experiments, we used a micro-scale depth map of a small
section of a wood block (Fig. 5). These are relatively small ma-
trices (1600 pixels by 2300 pixels), which render the surface with
horizontal resolution of 5.6µm and vertical resolution of 0.1 nm.
Based on perceptual results concerning auditory texture percep-
tion, we expect that the perceptually important properties of such
textures are statistical [26]. Therefore, to define S, we use one-
dimensional quilting to generate a texture from a measured depth
map [10], sampling a series of single rows and concatenating them.
In future work, we plan to synthesize these surfaces statistically
from coarse-level variables, in the same spirit as our distribution
over impulse responses.

In addition to a depth map, the synthetic scraping force re-
quires ecologically plausible velocity profiles of scraping motions.
To probe the mechanics of typical human scraping movements,
we measured the velocity and position profiles of several scraping
movements using an optical tracking system (OptiTrack V120:Trio;
Fig. 6). We use these recorded trajectories in the reported synthe-
sis. However, in informal experiments, we found that the quality
of sound synthesis was not heavily dependent on a precise match
to the recorded data. Future work will include simple statistical
models of these trajectories.

4.2. Variation of IRs over contact location

Object IRs depend upon the location being struck, and thus to sim-
ulate scraping we model this variation of modal properties with
probe location. To informally assess the variability of mode prop-
erties as a function of impact location, we compared impact record-
ings we had made with different strike locations and found the
variation in mode properties to be moderate. To emulate such
changes with synthetic IRs, we synthesized a single canonical IR
from our model [Eq. (4)], with properties (ao, b, ω), and simu-
lated a number of location specific IRs by adding some noise to
the mode powers

(~a,~b, ~ω) = (~ao + ~ε,~b, ~ω) , (9)

where ~ao is the original vector of mode powers sampled from our
model and ~ε is a Gaussian noise vector sampled with zero-mean
and a standard-deviation set to 20% the mean mode onset power.
This gives a set of IRs with similar but varying modes, which
crudely emulate an object of arbitrary shape struck in various lo-
cations.

We assign these sampled IRs to points along a motion trajec-
tory, and interpolated between them in waveform space to give
a smoothly varying surface IR, hsurface(x(t)). When the scraper
was at a position between the defined centerpoints, the impulse
response was a linear combination of the impulse responses with
weights proportional to the relative distances from the scraper to
the centerpoints. We ignore the contribution of the scraper to the
impulse response, assuming that it is damped by the hand in which
it is held.
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5. PERCEPTION OF SYNTHETIC SCRAPING

To assess the efficacy of our scraping synthesis model, we played
both recorded and synthesized sounds to listeners and asked them
to judge: (1) realism; and (2) the shape of the scraper’s position
trajectory. As in section 3, all experiments were conducted online
using Amazon’s Mechanical Turk platform, and a standardized test
was used to ensure participants were wearing headphones [40]. In
each experiment, in addition to testing lesioned forms of our own
synthesis model, we compare our model to the one other scraping
synthesis method that we are aware has been tested psychophys-
ically [35]. Thoret et al. generated low-pass filtered white noise
whose amplitude and filter cutoff increased with increasing veloc-
ity, and showed that several motion trajectories could be accurately
judged from the resulting sounds.

5.1. Experiment 5. Realism of synthetic scraping sounds

Participants were played a pair of scraping sounds and asked to
identify which was the real recording. In all trials, one sound was
a real-word recording of chopstick scraping a board, and one a syn-
thetic scrape generated via our model or a lesioned version thereof.
The synthetic conditions of the experiment were generated via (1)
the full model, using measurement-based surface textures and var-
ied IRs; (2) measured depth map and just a single IR; (3) pink
noise depth map and varied IRs; (4) white noise with varied fil-
ter cutoff from [35]; and (5) velocity-gated white noise, which is
silent when the chopstick moves more slowly than a threshold, but
otherwise constant. Condition (5) is clearly synthetic and serves to
ensure the participants understand the task.

The results (Fig. 7) show that the full synthesis model, though
not perfectly realistic, frequently fools listeners. However, using a
time-varying impulse response does not improve realism over fil-
tering with a single synthetic impulse response. A synthetic noise
depth map also produced comparably realistic sounds. Our sounds
were less obviously synthetic than those of [35], but one caveat is
that the comparison recordings were produced by a narrow scrap-
ing probe. We suspect that condition (4), with its flat broadband
spectrum, may be more appropriate for modeling scrapes produced
by heavier objects with large contact surface area (e.g. pushing a
heavy box over tile). The gated white-noise is easily recognized as
synthetic by the participants, demonstrating that they understood
the task.

5.2. Experiment 6. Perception of motion

Participants were presented with a single scraping sound and asked
to choose the scraping trajectory from four choices: "circular",
"back-and-forth", "scribble", or "straight". Participants heard both
real-world recordings and synthetic sounds derived from a real-
world motion. The motion trajectories used to generate synthetic
scrapes were matched in speed to the scrapers used to make the
real-world recordings.

As shown in Fig. 8, motion judgments for synthetic scrapes
were similar to those for real-world scrape recordings. In both
cases participants were correct most of the time, but misjudged
"straight" motions to be "circular", both of which have velocity
profiles without zero points. When judging either "back-and-forth"
or "scribble" sounds, the full model and its lesioned variants led
to more "scribble" judgments. This result could reflect the greater
scattering of contact position around the surface in scribbling com-
pared to other motions. Although we attempted to simulate this po-
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Figure 7: Discrimination of real vs. synthetic impact sounds scrap-
ing sounds (Exp 5). Dashed line indicates chance performance.

sitional change with changing IRs, the full model and the constant
IR model were comparable for both realism and motion, suggest-
ing that we did not successfully capture this informative spatial
variation.

6. DISCUSSION

Our synthesis model is fast because it only models the effects of a
small number of physical variables (material, mass, velocity etc.).
It is evident from daily life that humans can infer more than just the
variables we have described from contact sounds. Impact sounds
contain cues to shape, size, and hollowness, as well as to the envi-
ronmental reverberation [36]. Some physical variables explored in
our impact model can also be conveyed by frictional sounds (e.g.
material) but this remains to be explored in future work. Further-
more, friction sounds are not limited to scraping, but rather include
other interactions such as rubbing, brushing and sliding. Future
investigations into how these interactions produce sound, and into
human sensitivity to their properties, will hopefully suggest exten-
sions to a better and more nuanced synthesis algorithm.

The current version of our synthesis model requires some phys-
ical measurements of real-world objects: statistical distributions
of object IRs conditioned upon material parameters; and surface
structures. In future we hope to be able to synthesize these inter-
mediate representations from physical variables. Our impact ex-
periments with altered IRs demonstrated that lengthening or short-
ening the resonant modes caused listeners to rate the synthetic ma-
terials as“harder" or “softer" materials, consistent with physical
models [13, 17, 21], but did not diminish their realism. This sug-
gests that we should be able to synthesize IRs for novel objects
without having to measure them first, permitting sound synthesis
for a much larger range of objects. Similar generalizations should
be possible for the forcing functions used to generate scraping
sounds. As with perception of acoustic textures [25], it is likely
that humans are insensitive to the fine-grained temporal details of
the contact force we use to synthesize scrapes. Presumably we can
synthesize such a contact force directly from a texture model [26],
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Figure 8: Motion discrimination from synthetic scrape sounds
(Exp 6). (Left) Confusion matrices of presented motion pattern and
the human responses. (Right) Correlations of the confusion ma-
trices of synthetic sounds with the correlation matrix of recorded
sounds.

enabling sound synthesis for a wider and more diverse range of
objects without costly and time-consuming measurements.

Our impulse response model, while derived from statistics of
impact sounds, can successfully contribute to the synthesis of rel-
atively realistic scraping sounds. However, it appears that this
model does not accurately capture the spatial covariance between
impulse responses over a surface. Our full model and lesioned
model with a single IR perform equally well, and neither are yet
on par with real recordings, both in terms of realism and in the
conveyed motion (Fig. 7, Fig. 8). Future investigations will in-
clude measurements and modelling of this variation in impulse
responses based on position, as well as comparing modes mea-
sured from scraping sounds with those from impacts. The other
component of the scraping synthesis is an excitation force based
on quilted textures of measured depth maps. Several authors have
treated scraping as a noisy source paired with a modal filter. Some
model the friction force as 1/fβ noise [9, 32, 39], while others
use a statistical model of densely-packed impact events [18]. In
the experiments explored here, the utilization of real-world mea-
surements did not improve realism or motion inference. However,
it remains possible that constraining a more sophisticated model of
surface texture with these measurements could be useful, particu-
larly in judgments of material and surface roughness.

The model we have presented is similar in some respects to
that of Conan et al. [8], who used statistics of contact forces to
synthesize rolling sounds. We also utilize a statistical approach,
but model the sounds of impacts and scraping, using statistics of
the resonant modes of objects. We also found that we could use a
linear model for contact forces. By contrast, Conan et al. found
that a non-linearity in impact force (namely that the duration of im-
pact should change with impact force) was required to induce re-

alistic rolling sounds. In the future, we plan to investigate whether
there are perceptual benefits to sound synthesis with more realistic
impact forces.

7. CONCLUSION

We have presented a fast and efficient method for synthesis of
contact sounds - inspired by both physics and perception. The
method generates object IRs by sampling resonant modes from
distributions fitted to empirical measurements from example im-
pact sounds. The method then convolves the IRs with contact
force simulated with a simple physics model of either impacts or
sustained scrapes. Despite the simplicity of the model, percep-
tual listening tasks demonstrate that the synthetic sounds are re-
alistic and convey basic physical information as well as recorded
sounds. These results suggest that our model has captured many
of the acoustic features that matter for perception of physical con-
tact sounds, despite neglecting a great deal of physical information
about the sound sources.
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